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Abstract

Artificial intelligence (AI) and big data are transforming the credit market around the world.
Algorithmic credit scoring (ACS) is increasingly used to assess borrowers’ creditworthiness, using
technology to glean non-traditional data from smartphones and analyze them through machine-
learning algorithms. These processes promise efficiency, accuracy, and cost-effectiveness compared
with traditional credit scoring. However, this technology raises public concerns about opacity, unfair
discrimination, and threats to individual privacy and autonomy. Many countries in Southeast Asia
are introducing ACS in consumer finance markets, although—even with the significant concerns
raised—there is an ongoing and concerning lag in oversight and regulation of the process.
Regulation is vital to delivering big data and AI promises in the financial services market, while
ensuring fairness and public interest. This article utilizes Vietnam, where the lending industry
deploys ACS but in a situation of legal limbo, as a case-study to analyze the consequences of this
technology. Vietnam is one of the foremost Southeast Asian countries in which ACS usage is spread-
ing rapidly, and this provides an excellent opportunity to review the regulation, or lack thereof, and
determine the implications that this may have for other countries that are currently introducing ACS
in consumer finance markets. The article concludes with a proposal to regulate ACS in Vietnam based
on international regulation and guidelines on ACS, data privacy, and AI to enable a transparent,
accessible, and fair process.
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1. Introduction

The increased reliance on big data and artificial intelligence (AI) for prediction and
decision-making pervades almost all aspects of our existence.1 Technology progress is
transforming the financial sector worldwide and particularly credit markets in emerging
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1 Big data and AI are transforming our lives. Algorithmic decision-making is generally based on “machine-
learning” algorithms. In its most elementary form, an algorithm is a set of instructions designed to solve a prob-
lem. Machine-learning algorithms learn from data and optimize their operations to predict outcomes in unseen
data, thereby developing “artificial intelligence” over time. Machine learning is a branch of AI. AI refers to
machines programmed to simulate human thinking, learn from experience, and perform human-like tasks.
Machine-learning algorithms are fed with “big data” or large and complex sets of (un)structured data, including
social data, machine data, and transactional data. These data can be used to generate credit scores.
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countries, such as those found in Southeast Asia. This article focuses on algorithmic credit
scoring, or “ACS”—a technology that combines big data and machine-learning algorithms
to generate scorecards that reflect a loan applicant’s creditworthiness, defined as their
likelihood and willingness to repay a loan. ACS is the tip of the spear of the global cam-
paign for financial inclusion, which aims at including unbanked and underbanked citizens
in financial markets and delivering them financial services, including credit, at fair and
affordable prices.2 While unbanked borrowers have no bank account or established credit
history, underbanked borrowers may have a bank account but no credit history or an
incomplete one. These borrowers are risky for credit institutions because of the latter’s
lack of data to assess and the former’s creditworthiness. According to its advocates,
ACS can solve this problem by modernizing traditional credit scoring, expanding data
sources, and improving efficiency and speed in credit decisions.

However, ACS also raises serious public concerns about the dangers of opacity, unfair
discrimination, and the loss of autonomy and privacy due to algorithmic governance and
cybersecurity threats. Therefore regulators, credit providers, and consumers must under-
stand its inner workings and legal limits to ensure that all parties make fair and accurate
decisions. Whilst there is a long history of writings about ACS by authors from the
Northern Hemisphere,3 surprisingly little attention has been paid to regulating this tech-
nology in the Global South, especially in Southeast Asia.4 This drawback is unfortunate as
credit scores can significantly impact loan applicants’ lives at several financial, practical,
and personal levels.5 The problem stems from the fact that ACS is new and intertwines
credit, privacy, and AI issues. It thus compels the regulator to work simultaneously on
three fronts to propose a comprehensive legal approach addressing technical and ethical
issues. This poses a challenge in emerging countries where the law is unstable and enforce-
ment is weak.

The current article attempts to fill this information gap by using Vietnam as a case-
study for the risks of engaging ACS without having adequate regulatory processes in place.
Vietnam is leading Southeast Asia in terms of engagement with ACS, but other countries—
such as Indonesia, Malaysia, and Thailand—are introducing ACS into their consumer
finance market. Vietnam provides an excellent example because a leading consumer
finance company, FE Credit, has significantly developed the market in a decade thanks
to ACS and is pushing other credit institutions to follow its path. By utilizing Vietnam
as a case-study for the development and regulation of ACS, we can provide helpful guid-
ance to other countries that are starting to embrace these technological developments.

2. Using Vietnam as a case-study

Vietnam provides an interesting case-study to address the potential rewards and many
risks of engaging with ACS and the consequent regulatory challenges. Consumer finance
was virtually non-existent there ten years ago. It has grown considerably in the last
decade, thanks to the efforts made by financial companies like FE Credit to attract tens
of millions of unbanked borrowers in a country where more than half of the population
is unbanked. Credit institutions have succeeded in developing the consumer finance mar-
ket by providing a wide range of loans tailored to people’s everyday needs and by using
sophisticated risk-management technologies, including ACS. But rapid ACS deployment
carries potential risks for which the Vietnamese regulator is inadequately equipped:
the credit law is poorly prepared to frame this technology and the myriad of new digital

2 World Bank (2018b).
3 Pasquale (2015); see e.g. Ezrachi & Stucke (2016).
4 Okolo, Dell, & Vashistha (2022).
5 Fourcade & Healy (2013).
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lending services that depend upon it; privacy law is piecemeal, under construction, and
inadequately equipped to regulate extensive data mining and analytics; and AI regulations
and ethical guidelines are still missing at this point.

2.1 Research question and contribution to the existing framework
In this article, we examine how emerging countries where ACS is deploying rapidly pro-
mote digital financial inclusion while protecting consumers from discrimination, privacy,
and cybersecurity threats. Our research question considers how emerging Southeast Asian
countries can most effectively engage with and regulate ACS to maximize the potential
benefits of the technological developments whilst minimizing the many risks. We recog-
nize the challenges in this research associated with cultural sensitivities and comparative
legal developments.6 Vietnam, though, is an excellent case-study as its ACS market has
developed rapidly over the last ten years, allowing other countries to learn from its expe-
riences. Our contribution is both empirical and theoretical. We provide an empirical case-
study of ACS deployment in Vietnam based on qualitative interviews conducted in 2021
and 2022 with 22 bankers and finance specialists. The sample comprises two credit ana-
lysts, three staff from collection departments, three risks analysts, one director of a
risk-management department, four loan appraisal officers, two credit support staff, one
customer relations officer, one marketing manager, one branch manager, one transac-
tional manager, and one senior banker. These individuals work for public banks such
as BIDV, Vietcombank, and Petrolimex Bank; joint-stock banks such as PVCombank,
Shinhan Bank, MB Bank, Maritime Bank, HDBank, and TPBank; and financial companies
like FE Credit, Home Credit, Mcredit, Shinhan Finance, and FCCom. The sample also
includes a senior officer from the Credit Department at the State Bank of Vietnam
(SBV) and a deputy director of the Credit Information Centre, the national credit bureau
under SBV supervision. Our research material also includes hundreds of news clips about
banking and consumer finance issues in Vietnam, technical documents from the banking
sector, and a broad range of laws, decrees, and regulations. Our theoretical contribution is
a comprehensive legal framework that considers credit, privacy, and AI issues, and which
could be accommodated in the heated debates about regulatory sandboxes and law revi-
sion in Vietnam. This framework draws inspiration from legal scholarship about tradi-
tional credit scoring and ACS. To provide concrete recommendations for steps forward,
we engage with legal and ethical guidelines developed in several jurisdictions, considering
what may be a fair and transparent ACS market in Southeast Asian countries embracing
this technology for the first time.

2.2 Filling gaps in fintech in Asia, ACS regulation, and AI’s ethics
This article fills gaps in three literatures. First, it contributes to a small but growing body
of work on financial technology (fintech) regulation in Asia. A recent edited volume enti-
tled Regulating Fintech in Asia: Global Context, Local Perspectives shows how financial service
providers, fintech start-ups, and regulators strive for innovation but must deal with uncer-
tainty brought by technological progress and regulatory unpreparedness. Responses like
policy experimentation and regulatory sandboxes do not always reassure stakeholders.7

A chapter in this volume addresses fintech regulation in Vietnam. More than 150 fintech
start-ups provide financial services, including digital payment, crowdfunding, peer-to-
peer (P2P) lending, blockchain, personal finance management, and financial information
comparators. To support their development, the Vietnamese government has set up a

6 Chen-Wishart (2013).
7 Fenwick, Van Uytsel, & Ying (2020).
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steering committee, designed a national financial inclusion strategy, and drafted a frame-
work to operate regulatory sandboxes in five key domains.8 In short, these discussions
provide a broad context and policy recommendations to support fintech development,
but leave ACS aside.9 This article fills this gap by providing a case-study that highlights
the technical, legal, and political challenges in regulating ACS.

Second, this article fills a gap in the literature on ACS regulation. In the US, federal laws
ban discrimination in lending practices and grant borrowers the right to review their
credit reports. However, they do not adequately render credit scoring transparent and
unbiased, especially in the case of ACS, which derives scorings from digital data. When
considering pervasive, opaque, and consequential automated scoring, several authors call
for regulation that gives the regulator the right to test the scoring systems and gives con-
sumers the right to challenge adverse decisions,10 thus promoting accuracy, transparency,
and fairness11 in ACS. In the UK, where borrowers are threatened by “the growing reliance
on consumers’ personal data and behavioural profiling by lenders due to ACS, and coupled
with the ineffectiveness of individualised rights and market-based mechanisms under
existing data protection regulation,” Aggarwal calls for restricting the limits of personal
data collection.12 These works highlight the societal and political impacts of ACS in the
Western world but leave aside those in emerging regions with radically different devel-
opment trajectories and legal environments. This study fills this crucial gap by opening
new lines of inquiry, prompting policy debate, and proposing legal revisions built on
the rich findings from scholarship on ACS in the West.

Third, this article fills a gap in the vast literature on AI ethics and the legal regulation of
these developments, particularly in the Global South. Significant and important scholar-
ship has focused on the regulation of AI generally. This has included calling for operation-
alizing ethical principles into laws and policies,13 developing new conceptual models for
grasping legal disruption caused by AI,14 and promoting transparency to tame unpredict-
ability and uncontrollability,15 as well as regulatory competition to reach an adequate
balance between protection and innovation amidst technological uncertainty.16 There
has, however, been little research on ACS specifically. This is unfortunate, as these tech-
nological developments are inherently linked with financial exclusion and inclusion,
which are vital to everyday consumers.

2.3 Structure of article
There are seven parts to this article. The current section outlines the background issues
associated with ACS in Vietnam, including the impacts of big data and AI, the role of credit
scoring, and the financial exclusion issues experienced by many people in the country.
It also outlined the research question and how this article will contribute to the existing
framework and literature. Technological developments offer many benefits and Section 3
analyses the potential rewards that can be gained from ACS, including modernizing the
credit-scoring process, expanding potential data sources, making credit decisions more
efficiently, and even addressing financial exclusion in the region. Section 4 then develops
this discussion to address the potential risks of engaging more with ACS, including the risk

8 Nguyen (2020).
9 Le (2017).
10 Citron & Pasquale (2014).
11 Hurley & Adebayo (2017).
12 Aggarwal (2020), p. 1.
13 Wong (2021).
14 Liu et al. (2020).
15 Buiten (2019).
16 Smuha (2021).
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of discrimination, potential invasions of privacy, the ability for mass surveillance, and
cybersecurity threats. Section 5 applies the issues associated with ACS to Vietnam, espe-
cially to the challenges of financial inclusion, privacy, and cybersecurity threats. Section 6
consolidates the information from the previous sections and examines different interna-
tional approaches to the regulation of ACS. In light of these approaches, the final Section 7
provides a potential framework for addressing these issues in Vietnam. We consider vari-
ous jurisdictions and approaches to regulating ACS, including the US, the UK, the European
Union, Singapore, and general International Guidelines. Despite the many potential down-
sides associated with this form of decision-making, it is clear that ACS is the way forward
and will be utilized more and more by businesses wanting to make efficient and inexpen-
sive lending decisions. It is therefore crucial to put a clear, transparent, and accessible
legal regime in place to maximize the benefits of ACS whilst also ensuring an adequate
level of protection for borrowers.

3. Potential rewards

This section highlights the multiple and significant benefits that can arise from a prop-
erly implemented and appropriately regulated ACS market. The benefits are inherently
linked with financial exclusion. High levels of financial exclusion in many regions of
the world, including Southeast Asia, have laid the groundwork for a global campaign to
boost financial inclusion.17 Financial inclusion is a top priority in the 2030 Sustainable
Development Goals adopted by all UN Member States in 2015—a road map to foster
peace and prosperity, eradicate poverty, and safeguard the planet.18 The financial
inclusion agenda strongly emphasizes availability of credit. According to its advocates,
access to credit improves resource allocation, promotes consumption, and increases
aggregate demand. In turn, a rise in demand boosts production, business activity,
and income levels. Consumer credit thus enables households to cope with their daily
spending; compensate for low wages that provide limited benefits and security;
withstand economic shocks, especially in times of pandemic and depression; invest
in production and human capital; and foster upward mobility. ACS is critical to
enabling the expansion of credit markets, especially digital lending. This technology
has the potential to address financial exclusion concerns in Vietnam and Southeast
Asia more generally, based on the technical prospects of accuracy, efficiency, and
speed in predicting credit risk.

3.1 Expanding potential data sources
Credit institutions and ACS fintech firms take an “all data is credit data” approach to
achieve financial inclusion. The expression comes from Douglas Merrill, ZestFinance’s
CEO, who stated in an article published in the New York Times that “[w]e feel like all data
is credit data, we just don’t know how to use it yet.” Merrill highlights how virtually any
piece of data about a person can potentially be analyzed to assess creditworthiness
through extrapolation.19 ACS fintech firms take advantage of the recent introduction of
digital technologies and services, new electronic payment systems, and smart devices
to collect alternative data that capitalize on high mobile phone and Internet penetration
rates. These developments pave the way for ACS fintech firms that mine alternative data
from borrowers’ mobile phones. These data are not directly relevant to their credit-
worthiness. Still, they generate detailed, up-to-date, multidimensional, and intimate

17 Gabor & Brooks (2017), p. 424.
18 United Nations (2015).
19 Hardy (2012).
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knowledge about a borrower’s behaviour, especially their likelihood of repaying loans on
time. Risk prediction is assessed through correlation, or the “tendency of individuals with
similar characteristics to exhibit similar attitudes and opinions.”20 For example, the pre-
dictive power of social network data is based on the principle of “who you know matters.”
If connected borrowers act similarly, social network data should be able to predict their
willingness to repay loans regardless of income and credit history. Borrowers’ personality
and relationships become pivotal to assessing creditworthiness.21

Another popular source of alternative data is telco data provided by mobile phone oper-
ators. Whilst this sounds controversial at best, many studies show the effectiveness of
using mobile phone usage data,22 credit-call records,23 and airtime recharge data24 for
credit-scoring purposes. These data offer glimpses of borrowers’ characteristics in terms
of (1) financial capacities for repaying credit based on their income level, economic sta-
bility, and consumption pattern; (2) credit management abilities based on repayment
behaviour and suspension management; (3) life pattern estimations based on residence
stability, employment, and call networks; and (4) appetite for financial services.25 In prac-
tice, prepaid top-up card phone users who make regular phone calls of a certain duration
may indicate that they earn enough income to recharge their plan frequently and maintain
their phone routines. The frequency with which they top up their phone card is another
proxy for their income level. Lenders will trust top-up card users less than those who take
post-paid plans with monthly payments, which indicates a better economic situation and
financial stability. Another proxy, call location, provides insights into subscribers’ income
level, job stability, job rotation, etc. If subscribers call from a residential area, their risk
profile will be more credit favourable. In short, telco data provide 24-hour life insights
about phone users that can be leveraged for risk prediction.

ACS fintech firms focus on accuracy to set themselves apart from credit registries and
to promote their technology. Their predictions offer higher accuracy than traditional scor-
ing by leveraging more data points relevant to risk behaviour and analyzing them with AI.
ACS firms claim that the harvesting of this vast amount of alternative data significantly
increases predictive accuracy. Peter Barcak, CEO of CredoLab, a Singaporean start-up that
operates in Southeast Asia and beyond, highlights how ACS allows firms to move beyond
the traditional one-dimensional borrowing history to review thousands of pieces of data,
thereby providing a higher predictive power.26 This difference impacts the Gini metric
used by lenders to evaluate risk prediction accuracy. The Gini coefficient ranges between
0 and 1, indicating 50% and 100% accuracy rates, respectively. Credit institutions in Asia
are accustomed to traditional credit-scoring systems with a 0.25–0.30 Gini coefficient or a
62–65% accuracy. However, CredoLab claims that its digital scorecards have a Gini coeffi-
cient of 0.40–0.50 or 70–75% accuracy. The 8–13% gain makes a difference for lenders,
argues Barcak. For credit providers, it translates into a 20% increase in new customer
approval, a 15% drop in loan defaults, and a 22% decrease in the fraud rate. It also reduces
the time from scoring requests to credit decisions to a few seconds.

3.2 Modernizing credit scoring
ACS fintech firms make a strong argument for efficiency by comparing credit scoring based
on traditional data and simple statistical tools with scoring based on alternative data and

20 Tan & Phan (2018), p. 11.
21 Zuboff (2019).
22 Ots, Liiv, & Tur (2020).
23 Óskarsdóttir et al. (2019).
24 Shema (2019).
25 KT Global Business Group (2019).
26 Gagua (2020).
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machine-learning algorithms. Numerous studies have compared predictive performances
for traditional and machine-learning models. One of these studies highlights that (1) the
machine-learning scoring model based on alternative data outperforms traditional scoring
methods; (2) alternative data improve risk prediction accuracy; (3) machine-learning mod-
els are more accurate in predicting losses and defaults after a shock; (4) both models show
efficiency as the length of the relationship between the bank and the customer increases,
but traditional models do better in the long term.27 Another study shows that the combi-
nation of e-mail usage, psychometric data, and demographic data measures creditworthi-
ness with greater accuracy than a model based on demographic data alone, which is
conventionally used to assess risk.28

Traditional credit-scoring registries and bureaus primarily use past credit performance,
loan payments, current income, and the amount of outstanding debt to profile borrowers.
These data are fed to linear statistical protocols.29 In many cases, appraisal and pricing
depend on human discretion. In the US, the scoring model popularized by Fair, Isaac,
and Corporation (FICO) relied until recently on three economic proxies that accounted
for 80% of a single numeric score: consumers’ debt level, length of credit history, and reg-
ular and on-time payments.30 However, these data are inherently limited. First, they do not
render the economic profile of thin-file borrowers adequately. Second, they are not pro-
duced frequently enough to integrate the latest developments in borrowers’ lives. Third,
they are not easily and quickly accessible at an affordable cost.31 These limitations lower
risk prediction accuracy, convenience, and utility for lenders. Another problem is that
assumptions underlying traditional scoring models may be outdated. These models
approach borrowers as workers with documented regular income and a linear and stable
employment path. In post-Fordist countries, though, labour flexibility, neoliberal reforms,
and austerity policies have given birth to the “precariat”—a new class of “denizens” who
live in “tertiary time,” lack labour stability and economic security, and whose career paths
are non-linear.32 In emerging countries like Vietnam, the linear model bears little rele-
vance to the lives of many precarious workers.33 Only a minority of highly educated,
middle-class workers build linear, future-oriented careers.34 In brief, traditional scoring
models show limitations in data sampling and credit risk modelling as opposed to the more
efficient ACS models.

3.3 Faster credit scoring
Another argument advanced by its advocates is that ACS provides not only a faster mech-
anism for determining credit worthiness than traditional human-based decision-making,
but also a “fast and easy credit” experience. The emphasis on shorter times for credit loan
approval reflects another area in which ACS fintech firms outperform traditional scorers.
Automated lending platforms that digitize the loan application process shorten the time
for scoring, decision-making, approval, and disbursement to a few minutes.35 The race for
speed involves not only the collection of alternative data and their analysis by machine-
learning algorithms, but the entire process of contacting a potential borrower, processing
an application, generating a scorecard, making an appraisal, determining pricing, and

27 Gambacorta et al. (2019).
28 Djeundje et al. (2021).
29 Aggarwal (2020); Burton et al. (2004), p. 5.
30 Wei et al. (2016), p. 235.
31 Guo et al. (2016), p. 2.
32 Standing (2013); Standing (2014).
33 Lainez (2019).
34 Earl (2014).
35 Le (2020).
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disbursing the loan to a bank account. ACS also provides an “easy” credit experience by
cutting down bureaucracy and human discretion, and facilitating the automation of lend-
ing processes. ACS also allows scorecards to be customized by modifying how credit risk is
assessed for specific financial institutions and loan applicants. This process allows lenders
to customize rating systems to best fit the unique risk characteristics of their company,
partners, customers, and lending markets.

3.4 Findings of the section
ACS provides the potential to give increased financial options to people previously
excluded from the credit market. When considering these issues, it is important to sepa-
rate the promised or potential benefits from actual real-world advantages. ACS fintech
firms promote their predictive technology as being more accurate, efficient, faster, and
customizable than traditional models. However, there are currently no data showing that
ACS fosters financial inclusion and consumer lending in emerging regions. Further empir-
ical research is needed to ensure that the “possible” becomes the “actual.” Despite this lack
of evidence, ACS has infiltrated lending markets in Western and emerging regions, and is
likely to increase in importance and predominance. This technology does, however, carry
several potential risks.

4. Potential risks

ACS makes big promises about financial inclusion, but simultaneously raises public con-
cerns about the dangers of unfair discrimination and the loss of autonomy and privacy due
to algorithmic governance and cybersecurity threats. These concerns emerge from the
Western world, where AI is more advanced and embedded in people’s lives. In
Southeast Asia, ACS fintech firms need to address some of these thorny matters, especially
the cybersecurity issues. This section will map the potential risks of ACS and examine their
relevance more generally.

4.1 Discrimination and biases
A common assumption is that big data and AI are superior to previous decision-making
processes as technology is truthful, objective, and neutral. This optimistic view gives AI
authority over humans to take on heavy responsibilities and make vital decisions.
There is, however, increasing awareness and concern that algorithmic governance and
decision-making may be biased and discriminate against historically vulnerable or pro-
tected groups. These groups include the poor, women, and minorities defined by race, eth-
nicity, religion, or sexual orientation.36 The hidden nature of machine-learning algorithms
exacerbates these concerns. Credit-scoring systems are designed to classify, rank, and dis-
criminate against borrowers. To do this process via an algorithm creates a genuine con-
cern that there may be unrecognized and unaddressed discriminatory processes. This is
not just a theoretical concern, but one that we have already seen occurring with other
similar financial processes. As outlined by Leong and Gardner, the UK regulatory authority
reviewed the pricing practices of multiple insurance companies and was concerned that
the data used in credit pricing models were based on flawed data sets that could contain
factors implicitly or explicitly relating to the consumer’s race or ethnicity.37 This is further
supported by O’Neil, who highlights that nothing prevents credit-scoring companies from

36 Noble (2018).
37 Leong & Gardner (2021), p. 438.
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using addresses as a race proxy.38 An algorithm trained to explicitly exclude forbidden
characteristics such as race, gender, or ethnic origin may implicitly include them in
the assessment by considering correlated proxies such as zip code, income, and school
attendance.

Algorithms are popularly described as “black boxes” because they run autonomously,
especially in unsupervised learning. The reason is that they sometimes operate without
disclosing, even to their programmers, how they calculate the data sets or combinations
of data sets used, which combinations of data sets are significant to predict outcomes, and
how they achieve specific outcomes.39 This is not, however, a completely accurate under-
standing of the process of algorithms, as human biases can easily be incorporated into
machine learning. What we commonly refer to as an “algorithm” is made up of two parts.
According to Kleinberg, the first is a “screener” that “takes the characteristics of an indi-
vidual (a job applicant, potential borrower, criminal defendant, etc.) and reports back a
prediction of that person’s outcome” that “feeds into a decision (hiring, loan, jail,
etc.).” The second is a “trainer” that “produces the screening algorithm” and decides
“which past cases to assemble to use in predicting outcomes for some set of current cases,
which outcome to predict, and what candidate predictors to consider.”40 In creditworthi-
ness assessment, the trainer processes training data to establish which inputs to use and
their weighting to optimize the output and generate the screener. In turn, the screener
uses inputs and combines them in ways the trainer determines to produce the most accu-
rate risk evaluation. Disparate treatment will arise if the screener includes variables like
race and gender that are statistically informative to predict the outcome. Disparate impact
will occur if the screener includes non-problematic proxies that will become problematic if
they disadvantage vulnerable or protected groups excessively.41

There are many possible ways for ACS to be infused with conscious or subconscious bias.
For example, Petrasic highlights three potential sources in the development of the pro-
gramme: (1) input bias—where the information included is imperfect; (2) training
bias—which occurs in either the categorization or assessment of the information; and
(3) programming bias that arises in the original design or modification of the process.42

Other potential biases include an outcome basis, where the people using the algorithm
utilize their own biases to determine an appropriate cause of action.43 Unfair discrimina-
tion may also arise when algorithms consider factors stemming from past discrimination,
which becomes a liability if it can be connected to disparate treatment or disparate impact.
Lastly, an algorithm might also produce an unexpected imbalance that people may find
unacceptable, such as gender disparity. It will then require assessment, even if the dispar-
ity does not concern the law.44

4.2 Privacy and autonomy
ACS raises significant public concern about consumer autonomy and privacy. Autonomy
refers to consumers’ ability to make choices and decisions free from outside influence. The
use of ACS by consumer markets and jurisdictions to monitor and influence human behav-
iour is a double-edged sword. It can have a positive impact on assessing creditworthiness
for the unbanked and underbanked, and foster financial inclusion. Conversely, it can also
have detrimental effects on people’s lives, choices, and agency. The struggle for behaviour

38 O’Neil (2016).
39 Pasquale, supra note 4.
40 Kleinberg et al. (2018), p. 132.
41 Ibid., p. 139.
42 Petrasic et al. (2017), p. 2.
43 König-Kersting et al. (2021), p. 1.
44 Kleinberg et al., supra note 39, p. 139.

Asian Journal of Law and Society 9

https://doi.org/10.1017/als.2023.6 Published online by Cambridge University Press

https://doi.org/10.1017/als.2023.6


control is an uneven battle as scorers and lenders have diverse and powerful tools to
impose it on borrowers. In contrast, borrowers have limited means to resist it. ACS helps
financial markets determine borrowers’ inclination for financial services; monitor and
shape their (repayment) behaviour through pricing, redlining and personalization; and
collect up-to-date data about the risk that lenders can use to improve risk management.
This, therefore, comes with a real risk of invasion of privacy and undermining of consumer
autonomy.

Consumer lending markets use credit pricing and customization to discipline behaviour
as well. In traditional credit scoring, the likelihood of repayment is based on assessing
income and timely loan repayments from the past. This link between past and future
behaviour makes it easy for borrowers whose loan application is rejected to review their
credit records and improve their behaviour and future chances of approval. Furthermore,
scorers and lenders can advise borrowers on how to improve their credit records and
behaviour. This crucial level of transparency is missing in ACS. Scorers and lenders often
cannot explain the motive for rejection and what data have proven significant in a par-
ticular decision. As a result, an advice industry is growing in the US to help people adjust
their behaviour and improve their score and “life chances.”45 Loan prices and conditions
result from sorting and slotting people into “market categories” based on their economic
performance.46 Credit scores are “moving targets” that continuously change, based on
borrowers’ endeavours.47 They offer incentives for compliance (wider range of loans avail-
able, higher principals, lower prices, rates, and fees) and sanctions for failure (a small
range of loans, lower principals, higher costs, rates, and fees).48 This is a further example
of the “poverty premium,” where the poor in society pay more for the same goods and
services as their more financially stable counterparts.49 Credit scores have become metrics
to measure both creditworthiness and trustworthiness. A favourable credit score is too
often a requirement to purchase a home, a car, a cellphone on contract, and to seek higher
education, start a new business, and secure a job with a good employer. Conversely, bad
scores hamper one’s “life chances.”50 Credit scores greatly impact the individual’s quality
of life. With ACS, however, individuals are often unable to determine what optimal behav-
iour they should develop to improve their “life chances.”

4.3 Mass surveillance
The previous concern was based on the impact that ACS can have at an individual level.
There is, however, a related macro-level concern. ACS can provide a vehicle for mass sur-
veillance systems designed to monitor and discipline human behaviour. An example is the
social credit system currently tested in China.51 This system uses traditional (public
records) and non-traditional data to classify individuals, companies, social organizations,
and institutions in red and black lists that carry rewards and sanctions, respectively. The
concept of “social credit” (xinyong) blends creditworthiness and trustworthiness.52 The sys-
tem aims to improve governance and market stability, and foster a culture of trust as a
bulwark against deviance, especially fraud, corruption, counterfeit, tax evasion, and
crime.53 At this early stage of development, a few dozen local governments implemented

45 Warren (2017); Weston (2007).
46 Fourcade & Healy, supra note 6, p. 561.
47 Ibid., p. 568.
48 Ibid.
49 Finney & Davies (2020).
50 Fourcade & Healy, supra note 6.
51 Zuboff, supra note 21.
52 Zhang (2020).
53 Wong & Dobson (2019), p. 220.
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the programme with eight IT companies, including Tencent, Baidu, and Alibaba’s Ant
Financial. Local governments are collecting traditional data from the Public Security
Ministry, the Taxation Office, and legal financial institutes, whereas IT firms are collecting
big data from their users, often through loyalty programmes. Their shared goal is to
develop algorithms and procedures that can be centralized and applied nationally in
the near future.54

Alibaba’s Ant Financial runs a program that has generated considerable attention and
controversy in the West: Sesame Credit (Zhima Credit in China). It leverages the vast data-
base of Alipay, a payment app with over a billion users. It collects data through its built-in
features to rank voluntary users based on “credit history, behaviour and preference,
fulfilment capacity, identity characteristics, and social relationships.”55 It rewards “trust-
worthy” users who act “responsibly” with high scores and privileges such as a fast-track
security lane at Beijing Airport, fee waivers for car rental and hotel bookings, and higher
limits for Huabei, Alipay’s virtual credit card. Low-score users may encounter difficulties in
lending, renting, finding jobs, etc.56 While social credit-scoring systems such as Sesame
Credit generate deep anxiety about data mass surveillance in the West, Chinese citizens
perceive it as an innocuous, trustworthy, and secure payment app that helps produce per-
sonal and social good.57 For companies, those red-listed with good regulatory compliance
history enjoy rewards such as “lower taxes, fast-tracked bureaucratic procedures, prefer-
ential consideration during government procurement bidding, and other perks” and those
black-listed endure sanctions that include “punishments and restrictions by all state agen-
cies.”58 It should be noted that a few of the local governments testing the social credit
system are sceptical about its capacity to develop a prosperous, trustworthy, and harmo-
nious society, as claimed by the central government. Some of these governments even
contest its legality and show resistance to its application.59

4.4 Cybersecurity threats
A last primary concern about big data is shared worldwide: cybersecurity—the fraudulent
use of data for profit. Cybersecurity issues include identity theft or new account fraud,
synthetic identity fraud, and account takeover to make fraudulent purchases and claims.
Fraudsters leverage networks, big data, and the dark web, and replicate good customer
behaviour to game the system. The number of cyberattacks has been growing steadily with
the expansion of digital banking, transactions, networks, and devices in circulation, and
the decrease in face-to-face contact between customers and financial providers.
A review of retail banks worldwide found that over half of respondents experienced
increased fraud value and volume yet recovered less than a quarter of their losses.60

ACS fintech firms take cybercrime seriously and heavily market their anti-fraud tools.
Examples include face retrieval and customer identification solutions aimed at deterring
fraudsters who impersonate customers using masks and digital images.61 Furthermore,
ACS fintech firms encrypt data from end to end when they share it with lenders and
do not store them within their servers. By applying these safety measures, ACS fintech
firms seek to reassure corporate customers and society of their safe services. However,
they are still generating cyber risks by collecting, commodifying, and sharing big data with

54 Ibid.
55 Chong (2019), p. 5.
56 Ibid., p. 6.
57 Ibid., p. 14.
58 Trivium China (2019), p. 3.
59 Zhang, supra note 51, p. 18.
60 KPMG (2019), p. 5.
61 Huynh (2017).
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lenders and third parties. ACS fintech firms and credit institutions’ actions may therefore
have unintended and far-reaching consequences for society and consumers, as shown by
the persistent growth of cybercrime figures worldwide, and in Southeast Asia more
specifically.62

4.5 Findings of the section
The restrictions on in-person contact created by the COVID-19 pandemic have reinforced
the incredible utility and benefits of technological advancements. Too often, however, the
focus is unevenly on the many advantages of these steps forward, and the risks are not
adequately considered or addressed. This section has therefore highlighted the many
and significant risks posed by the use and expansion of ACS, including unfair discrimina-
tion and biases, the loss of autonomy and privacy, mass surveillance, and increased risk of
cybersecurity threats.

5. ACS in Vietnam

The previous sections have presented the general benefits and potential risks of ACS. This
section presents a case-study about ACS deployment in Vietnam against a background of
rapid expansion of the consumer finance market.

5.1 Financial exclusion and the banking sector in Vietnam
There are significant concerns about financial exclusion in Vietnam and Southeast Asia
more broadly, but reliable figures are difficult to access.63 According to Bain &
Company, Google, and Temasek,64 70% of the region’s population is either unbanked or
underbanked, totalling 458.5 million inhabitants out of 655 million. Yet this figure is
not definitive, and it is difficult to characterize this group. Financial exclusion prevails
in Vietnam—a country that experienced an economic collapse in the mid-1980s. This
financial crisis led to macroeconomic reforms that put Vietnam on the path of a
socialist-oriented market economy integrated into global exchanges. The economy and
financial system have since developed immensely, helping Vietnam to emerge as a thriv-
ing lower-middle-income country with a gross domestic product (GDP) per capita that has
risen more than tenfold in less than 35 years, from US$231 in 1985 to US$2,785 in 2020.
While between 61% and 70% of 98 million Vietnamese still had no bank accounts a few
years ago, two-thirds of them had bank accounts in 2022, according to the State
Bank.65 To boost financial inclusion even more, the government has recently approved
the national inclusive finance strategy to include 80% of the population by 2025.66

Financial exclusion in Vietnam results from a long-standing lack of trust in the banking
system after years of warfare, political upheaval, changes in government, and bounding
inflation.67 In addition, banks are seen as an extension of the communist government,
which is accused of opacity and corruption. Today, banks strive to show transparency
and to change public attitudes, especially amongst young people. They also entice new

62 Whilst there is evidence of the growth of cybercrimes, there are still questions about whether the regulation
of and strategies for combating cybercrime developed in the North are appropriate for the challenges experienced
by ASEAN countries; see Chang (2017).

63 Leong & Gardner, supra note 37.
64 Bain & Company, Google, & Temasek (2019), p. 12.
65 Khang (2022).
66 VNA (2020).
67 Truitt (2012), p. 131.
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customers by offering high but volatile rates for saving accounts.68 However, the prefer-
ence for cash and gold transactions remains strong.69 To curb these problems, the govern-
ment has approved a national inclusive finance strategy to raise the percentage of
adults with bank accounts to 80% by 2025.70 Meanwhile, high levels of financial exclu-
sion remain a significant obstacle for credit institutions and bureaus to gain knowledge
about tens of millions of consumers. ACS fintech firms and credit institutions assume
that many of these individuals may seek loans and have the ability and willingness to
repay them. This assumption lays the foundation for the development of consumer
finance in Vietnam.

Consumer finance was virtually non-existent a decade ago. With an average annual
growth rate of 20%, this sector has grown steadily to account for 20.5% of the total out-
standing loans in the economy, which is 2.5 times higher than the figures in 2012. Yet, it
only accounts for 8.7% of the total outstanding loans if housing loans are excluded, which
is far behind Malaysia, Thailand, and Indonesia, where consumer finance (excluding mort-
gage) accounts for 15–35% of the total outstanding balance. This indicates that consumer
finance still has room for growth in Vietnam.71 The Vietnamese consumer finance market
is segmented and comprises a broad mix of players: large state-owned banks such as BIDV,
Vietcombank, and Vietinbank; smaller private joint-stock commercial banks including
VPBank, PVCombank, and Sacombank; foreign banks such as ANZ, Citibank, and
Shinhan Bank; and financial companies including FE Credit, Home Credit, HD Saison,
and Mcredit, to name but a few. Vietnam is also home to two credit bureaus: the
Credit Information Centre (CIC) gathering data from 30.8 million citizens, and the smaller
Vietnam Credit Information Joint Stock Company (PCB).72 Most banks provide housing, car,
credit card, and some unsecured loans to low-risk customers with stable incomes.
Conversely, financial companies such as FE Credit take a riskier approach and offer instal-
ment plans, cash, and credit card loans to millions of low-income, unbanked, and “at-risk”
consumers. Digital lenders, including peer-to-peer platforms, also provide microloans to
consumers through easy-to-use apps. On the ground, consumers are bombarded with
offers for (un)secured loans sent via SMS, emails, and social media.73

5.2 ACS development in Vietnam
Lenders race to update their KYC or “Know Your Customer” and credit-scoring systems to
break into the thriving consumer finance market. Financial companies require an identi-
fication document (ID) and household certificate to identify loan applicants, whereas banks
require more paperwork such as income statements and bank-wired salary. However, not
all applicants can provide proper documents, especially internal migrants.74 In addition,
applicants can have multiple IDs with different numbers. Lenders must then determine
their creditworthiness. Scoring methods are not homogeneous across the industry.
Credit institutions use different tools depending on their size, status, and risk appetite.
Many banks use standard credit-scoring systems based on traditional statistical calculation
and economic data, mainly labour and income data. Collecting and verifying labour and
income data may also be challenging: some workers cannot provide records for their
income, while others forge them.

68 Thien (2019).
69 Truitt, supra note 67.
70 VNA (2019).
71 Can (2021).
72 Bartels (2022).
73 Nguyen et al. (2019).
74 World Bank & Vietnam Academy of Social Sciences (2016); Lainez et al. (2020).
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However, financial companies and fintech start-ups are working to overturn this situ-
ation. They take advantage of the recent introduction of digital technologies and high
Internet penetration rates to glean traditional and alternative consumer data to assess
creditworthiness. In 2016, Vietnam’s Internet penetration rate had reached 52%, while
smartphone ownership was 72% and 53% in urban and rural areas, respectively.75

Furthermore, 132 million mobile devices were in circulation in 2017.76 The leader in
leveraging new technologies to assess risk is FE Credit, the consumer finance branch of
VPBank. In 2010, FE Credit was the first credit institution to target risky yet lucrative seg-
ments ignored by banks and offer an array of financial products to the masses. Today it
holds a consumer debt market share of 55%, with a total outstanding loan value of VND66
trillion in 2020. It possesses a database of 14 million customers, which is around 14% of
Vietnam’s population. Many informants stressed FE Credit’s keen appetite for risky bor-
rowers, aggressive marketing policy, and a lack of thorough risk assessment. In reality,
FE Credit asserts its dominance by investing in a wide range of risk methods based on
traditional and alternative data and machine-learning analytics. These methods combine
multiple scores that help draw intimate “customer portraits” (chân dung khách hàng).

The first score is built in-house and based on demographic data (age, gender), identifi-
cation documents (ID, household certificate), and labour and income data. Brokers provide
additional data for verification—but not scoring—purposes. FE Credit checks taxable
income to assess applicants’ declared salaries, social insurance data to determine whether
applicants are self-employed or engaged in salaried labour or smaller trades, whether their
phone number is registered to their ID, and their debt status with non-recognized credit
providers such as P2P lending platforms that offer unregulated microloans. To gain more
knowledge about customers, FE Credit also relies on vendor scores based on behavioural
data provided by TrustingSocial, a fintech start-up based in Hanoi and Singapore. This firm
gleans call/SMS metadata (when, where, and duration), top-up data, and value-added ser-
vice transactions to determine borrowers’ income, mobility patterns, financial skills, con-
sumption profile, social capital, and life habits.77 Yet telco data may be inaccurate due to
the high number of virtual subscriptions—people could buy SIM cards using pseudonyms
for years, but nowadays cards are tied to subscribers’ names and ID numbers. FE Credit
uses two other risk scores that are new to Vietnam. The first is a fraud score to detect
suspicious behaviour and fraudulent orders based, for instance, on fake identification,
which is a significant threat for financial companies (Vietnam Security Summit 2020).
The second is a repayment score based on behavioural data about the customer’s interac-
tion with the company. This score determines an optimal recovery strategy.78 The use of
vendor, fraud, and repayment scores puts FE Credit at the forefront of creditworthiness
analysis in Vietnam, far above banks that use simple statistical tools.

To analyze data and generate scorecards, FE Credit uses machine-learning analytics.
While many banks purchase models based on standard sets of variables from foreign pro-
viders like McKinsey, FE Credit has developed an in-house scoring model based on insights
from its Vietnamese customers. Foreign models may assume that customers have a stable
income, career paths, and verifiable documents79—all variables that do not apply to FE
Credit’s customers with low-income, informal, and unstable labour. Machine-learning
technology allows adjustment of the inputs (variables) to maximize the outputs (scores).
The most predictive variables inform selections and decisions for each case. Put differ-
ently, each customer’s scores result from a different set of maximized variables.

75 Nguyen, supra note 9, p. 121.
76 Cameron, Pham, & Atherton (2018), p. 3.
77 Huynh, supra note 60.
78 Burton (2020); Deville (2015).
79 Burton (2012).
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The in-house score determines the interest rate, ranging from 20% to 60% per year, which
also depends on the loans’ characteristics and package. It is key to drawing a customer’s
portrait as it complements other data for appraisal, including the amount requested, down
payment if relevant, the proportion of the loan relative to the price of the goods, the value
of the debt contract, and so forth.

5.3 Improving financial inclusion through ACS
In Vietnam, ACS is at the early stage of deployment. Financial companies and some banks
are increasingly using it to assess creditworthiness and make traditional and digital credit
accessible to banked and un(der)banked borrowers. ACS is also challenging credit
bureaus.80 In Vietnam, the CIC under the State Bank is the official public credit registry.
The CIC collects, processes, and stores credit data; analyses, monitors, and limits credit
risk; scores and rates credit institutions and borrowers; and provides credit reports
and other financial services. According to its website, the CIC gleans credit data from
670,000 companies and 30.8 million individuals with existing credit history and works with
over 1,200 credit institutions, including 43 commercial banks, 51 foreign banks’ branches,
over 1,100 people’s credit funds, and 27 finance and leasing firms. The CIC operates along-
side PCB—a smaller private credit registry that 11 banks created in 2007. The PCB was
granted a certificate of eligibility for credit information operation by the SBV in 2013.
This registry delivers financial services to its clients, including credit reports.81 Both
the CIC and PCB provide essential services to the financial community. However, they
use traditional credit data and scoring methods that limit their reach and scope.
Moreover, they lack a national credit database system with an individual profile for every
citizen based on the new 12-digit personal ID number.82 They also use linear data that do
not reflect unstable and multidirectional career paths, a norm in Vietnam. To enhance
transparency and efficiency and reduce costs and waiting time, the CIC opened a portal
to allow borrowers to track their credit data, prevent fraud, receive advice to improve
their rating, and access credit packages from participating institutions.83 On the whole,
the CIC and PCB are poorly equipped today to compete with ACS fintech firms that pave
the path to a lending ecosystem driven by big data and machine-learning algorithms.
However, the advent of ACS is compelling credit bureaus and credit institutions to improve
their data collection and scoring systems for competition purposes.

5.4 Privacy and mass surveillance
It is important to recognize the impact of ACS on consumers’ privacy rights, and the fact
that these technological developments allow additional surveillance of people’s personal
information. The ability for AI and big data to erode privacy has been an ongoing concern
for many people in the Western world, and this issue has recently come under increased
scrutiny. This concern is not, however, universal, and there are strong cultural and societal
differences in the nexus and importance of privacy. In the context of Vietnam, Sharbaugh
highlights that privacy fears are related almost solely to dangerous individuals obtaining
data for criminal purposes. Citizens in Vietnam seem significantly less concerned about
governmental or organizational scrutiny, and the ability to keep your personal data safe
from these parties is not considered a fundamental right.84

80 Ibid.
81 Bartels, supra note 71.
82 Le, supra note 10, p. 44.
83 VNA, supra note 69.
84 Sharbaugh (2013).
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This cultural difference is clearly highlighted in the limited attention paid to ACS by the
media and the public. This approach can be contrasted with the US, where the media and
book industry take the initiative to educate borrowers on credit scoring and give advice on
adjusting their behaviour to improve their scores and chances of obtaining loans.85

A particular Vietnamese article is worth mentioning. In “Credit Score: An Important
Factor in the Life of International Students in the US,” the journalist analyses the behav-
iour of Vietnamese students who seek to study in the US and borrow money to fund their
studies and consumption.86 He shares “the reasons why you should accumulate credit
points and how to learn how to build credit effectively and safely while living in the
US.” It also describes the factors affecting credit scoring and how to build the score by
responsible credit card usage and “regularly moving money into your savings account
[which] shows you take your finances seriously and are figuring out for the long-term
future.” Even if it is too early to observe behaviour change among consumers due to
the impact of credit scoring on their financial and personal lives, these materials reveal
the gradual emergence of ACS and its normative power for guiding behaviour.

Another concern related to enhanced data collection is digital mass surveillance. Could
Vietnam follow the Chinese social credit system? Administrative, cultural, and political
structures, policies, and practices could lay the foundation. The social credit system in
China aligns with the state’s long tradition of monitoring people and guiding their behav-
iour. It is also inspired by an old “public record” system (dang’an) that contains informa-
tion on education; transcripts of results, qualifications, work approaches, political
involvement and activities, awards and sanctions; and employment history.87 Vietnam
has its dang’an system called “personal resume” (so ̛ yếu lý lic̣h lý lic̣h). It facilitates expert
classification of individuals and families and associated rewards and sanctions aimed at
shaping citizens in a particular way. These data include one’s home address, ethnicity, reli-
gion, family background and composition, education and schools attended, language pro-
ficiency, occupation and qualification, salary level, date and place of admission to the
Communist Party, social activity participation and rewards, and so forth. Local authorities
collect these data where citizens have their household registration (hò̂ khẩu). The pending
digitalization of the household registration system, which the “personal resume” system
depends on, will make it easier for the government to collect and organize personal data.

This digitalization could also allow it to implement some form of social credit if the
Vietnamese government decides to replicate the Chinese social credit system. Vietnam
has a political regime similar to China’s. Like China, it has an authoritarian regime that
restricts basic freedoms such as speech and protest, imprisons dissidents, and exerts strict
control over the media. The Vietnamese government could deploy a social credit system to
strengthen its grip over citizens and “nudge” their behaviour. The government subsidizes
and collaborates with state-owned conglomerates such as FPT (formerly the Corporation
for Financing and Promoting Technology), especially its AI division (FTP-AI), to unlock the
power of AI and embrace the fourth industrial revolution. Like its Chinese counterpart, the
Vietnamese government already uses AI to develop monitoring systems such as facial rec-
ognition to track citizens and human activity. In the near future, it could also co-opt
big-data-based credit-scoring technology from FPT-AI and other Vietnamese fintech
firms to test an experimental social credit system. At this stage, the government has
not shown any interest in taking this path. It gains legitimacy by ensuring growth and
political stability, and by supporting public companies. Replicating a look-alike Chinese
social credit system to further control and suppress political freedom could tarnish
Vietnam’s international image. Despite the severity of this possibility, as discussed in

85 Tran (2019).
86 Duong (2018).
87 Chen & Cheung (2017), p. 375.
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Section 2 above, credit-scoring start-ups have refrained from addressing issues of privacy
and surveillance. Hence, this is a crucial risk that must be addressed by any regulatory
framework developed.

5.5 Cybersecurity threats
Vietnam is a good case in point to reflect on ACS and cybersecurity risks, as new wealth
breeds cybercrime. With rapid economic and digital growth and a growing and impressive
number of Internet users (66% of 98 million inhabitants) and social media users (60%),
Vietnam has been described as an “El Dorado for cyber-offenders.”88 Cyberattacks and data
breaches are widespread. In 2019, the Government Information Security Commission
reported 332,029 access attacks (using improper means to access a user’s account or net-
work) and 21,141 authentication attacks (using fake credentials to gain access to resources
from a user).89 Due to the absence of survey data on cybercrime, the only figures available
are from law enforcement agencies, comprising only reported prosecutions and publicized
cases. These cases form just the tip of the iceberg in a country where cybercrime remains
largely underreported.90 The Global Security Index compiled by the United Nations
International Telecommunication Union ranked Vietnam 101st out of 195 countries in
2017. This is far behind its ASEAN peers; Thailand, Malaysia, and Singapore were ranked
in the top 20.91 In 2018, Vietnam made progress in the fight against cybercrime and rose to
the 50th position. However, Vietnam still falls short of Singapore, Malaysia, Thailand, and
Indonesia.92

5.6 Findings of the section
This section has highlighted the practical and legal challenges posed by ACS in Vietnam on
the basis of both existing literature and empirical research into the lived experiences of
people in the country. Whilst we recognize that there will be legal, ethical, and cultural
differences between various countries, the experiences in Vietnam with ACS can be used as
an effective case-study to highlight the role of regulation in this area. The following sec-
tion will develop on this discussion by considering what regulatory mechanisms are most
suited for Vietnam and, by extension, other Southeast Asian countries that are starting to
engage with ACS.

6. International regulation on ACS

As has been shown, ACS raises public concern about discrimination, the loss of individual
privacy and autonomy, mass surveillance, and cybersecurity.93 Regulation is critical to fos-
tering innovation while safeguarding public interests. Western countries mitigate anxi-
eties about ACS and meet the new challenges of the big data era by revising their
credit laws, particularly the concepts of creditworthiness and discrimination.94 They also
develop ethical guidelines for responsible AI that sometimes lead to AI governance frame-
works.95 This section presents international regulatory measures on ACS and traditional

88 Tech Collective (2019).
89 Vietnam Security Summit (2020).
90 Luong et al. (2019), p. 294.
91 VnExpress (2017).
92 VnExpress (2019).
93 Aggarwal, supra note 29.
94 Citron & Pasquale, supra note 11; Hurley & Adebayo, supra note 12.
95 Jobin, Ienca, & Vayena (2019).

Asian Journal of Law and Society 17

https://doi.org/10.1017/als.2023.6 Published online by Cambridge University Press

https://doi.org/10.1017/als.2023.6


credit scoring in the US, the UK, the European Union, Singapore, and general International
Guidelines.

6.1 International regulatory approaches
6.1.1 United States
In the US, two laws regulate consumer risk assessment: the 1970 Fair Credit Reporting Act
(FCRA) and the 1974 Equal Credit Opportunity Act (ECOA). The FCRA is a federal law gov-
erning the collection and reporting of consumer credit data. It aims to preserve fairness in
credit scoring and reporting, ensuring that credit decisions are accurate and relevant. It
also protects consumers’ privacy by limiting how data are collected, disclosed, kept, and
shared. Furthermore, the FCRA grants consumers the right to access, review, and edit data
on their credit scores, and to understand how lenders use their data for making financial
decisions. However, the FCRA has several limitations when it comes to big data. First, it
does not restrict the types of data that scorers and lenders can collect and use for scoring
purposes. Second, the FCRA does not require credit bureaus to disclose their processing
techniques for inspection to protect trade secrets. Third, the FCRA grants consumers
the right to access credit data to check accuracy and dispute decisions. This right may,
however, be impossible to exercise effectively with big data, as machine-learning algo-
rithms process thousands of variables that cannot be disaggregated, and many times
not identified. Overall, consumers are powerless against a law that throws them the bur-
den of locating unfairness and having to challenge lenders’ credit decisions in court. The
ECOA is the second law that regulates creditworthiness assessment. It prohibits discrimi-
nation against loan applicants based on proxies such as race, colour, religion, national ori-
gin, sex, marital status, age, and dependence on public aid. However, borrowers must again
prove disparate treatment—a daunting task due to trade secrecy clauses and the opacity
of machine-learning algorithms. In addition, lenders are free to inflict discrimination for
business necessity, in which case the burden of proof shifts back to the discriminated. In
short, the FCRA and ECOA give limited protection and recourse to borrowers while pro-
tecting scorers’ and lenders’ interests.96

Hurley and Adebayo drafted a model Bill—the Fairness and Transparency in Credit
Scoring Act (FaTCSA)—aiming to enhance transparency, accountability, and accuracy,
and to limit biases and discrimination. It proposes that the regulator grant borrowers the-
right to inspect, correct, and dispute sources of data collected for scoring purposes; the
data points and nature of the data collected; and credit scores that inform loan decisions.
Consumers would acquire the rights to oversee the entire process, be provided with clear
explanations on how the scoring process operates and motives for rejections, appeal rejec-
tions, and revise their credit data to improve their record.97 The goal is to make all credit
data, machine-learning technology, calculation, and decision-making processes open,
accessible, and inspectable by the public, regulators including the Federal Trade
Commission, and third parties through audits and grant licensing. Hurley and Adebayo
also suggested shifting the burden of proof to scorers to ensure that they do not use pre-
dictive models and data sets that discriminate against vulnerable groups. They could
adhere to “industry best practices to prevent discrimination based on sensitive variables
or characteristics.” Understandably, this proposal could come under fire from industry
players as they may object that transparency requirements could provide borrowers with
critical knowledge to “game” credit-scoring models. Moreover, the disclosure of trade
secrets could hamper innovation and competition in the industry. According to Hurley

96 Citron & Pasquale, supra note 11; Gillis (2020); Hurley & Adebayo, supra note 12.
97 Hurley & Adebayo, supra note 12, pp. 196–200.
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and Adebayo,98 as well as Citron and Pasquale,99 these risks are overridden by the urgent
need for transparency, accountability, and limitation of bias and discrimination in a world
in which AI is increasingly used to classify, rank, and govern societies. As argued by
Aggarwal,100 the goal for industry players from the fintech and finance sectors, the
regulator, and society should be to negotiate normative trade-offs between efficiency
and fairness, innovation, and public interest.

6.1.2 United Kingdom
In the UK, many of the risks of ACS are to an extent already anticipated and addressed by
existing regulations. The most pertinent regulatory frameworks in this regard are the sec-
toral consumer credit regime supervised by the Financial Conduct Authority (FCA) and the
cross-sectoral data protection regime led by the Information Commissioner’s Office (ICO).
Other regulatory processes are, however, relevant, including the FCA and the Equality and
Human Rights Commission, as well as being open to litigation by private individuals.
Aggarwal highlights that the UK system of regulating ACS is heavily shaped by the
European Union, namely the Consumer Credit Directive and the General Data Protection
Regulation (GDPR).101

The GDPR applies to all automated individual decision-making and profiling, and
requires credit-scoring providers to (1) give individuals information about the processing
of their information; (2) provide simple ways for them to request human intervention or
challenge a decision; and (3) carry out regular checks to ensure systems are working as
intended (Article 22). The basis for this approach is two key normative goals: allocative
efficiency (allocating capital to the most valuable projects, minimizing consumer defaults)
and distributional fairness (addressing societal inequalities). There is also a desire to
ensure that the entire regime protects consumers’ privacy as much as possible.102

Aggarwal, however, argues that the regulatory framework in the UK is not effective as it
does not strike an appropriate balance between these three normative goals. Whilst pri-
vacy is said to be of significant importance, GDPR’s Article 22 under-regulates data pro-
tection and creates a privacy “gap” in the UK consumer credit market, particularly in
terms of ACS.103 In addition, standard regulatory approaches such as “informed consent”
are not adequate for consumer safeguarding and further sector-specific monitoring is
required.104 Aggarwal calls for “substantive restrictions on the processing of (personal)
data by credit providers, through legal as well as technical measures.”105

As part of its approach to the regulation of ACS, the UK set up an advisory body, the
Centre for Data Ethics and Innovation (CDEI), to provide independent research-driven
guidance. Its role is to maximize the benefits of data-driven technologies for both society
and the economy in the UK. In 2019, CDEI commissioned a Cabinet Office Open Innovation
Team to undertake a Review of Algorithmic Bias. As part of this review, the CDEI confirmed
that the current regulatory system was unreasonably opaque, and that the regulatory and
policy responses were too slow. It therefore recommended that companies should sign up
for voluntary codes of conduct to “bridge the gap” before formal legislation is enacted.106

98 Ibid.
99 Citron & Pasquale, supra note 11.
100 Aggarwal, supra note 29.
101 Aggarwal (2021).
102 Ibid.
103 Ibid., p. 44.
104 Ibid.
105 Aggarwal, supra note 29, p. 2.
106 Rovatsos, Mittelstadt, & Koene (2019).
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6.1.3 European Union
In early 2021, the European Commission proposed new rules to turn Europe into the global
leader for trustworthy AI. It would provide the first-ever legal framework for AI and a
Coordinated Plan to establish the concept of balancing the promotion of technology with
protection for people—in an attempt to guarantee individuals’ safety, privacy, and rights.
Importantly, this applies to all sectors, public and private.

This framework resulted in the Artificial Intelligence Act 2021 (AI Act). The AI Act pro-
vides a risk-based approach and divides different aspects of AI into three categories: “unac-
ceptable risk,” “high-risk applications,” and activities that are neither unacceptable nor
high-risk and are therefore largely left unregulated. “High-risk” systems under the AI
Act include “AI systems intended to be used to evaluate the creditworthiness of natural
persons or establish their credit score, except AI systems put into service by small scale
providers for their use.” Credit scoring that denies people the opportunity to obtain a loan
is therefore high-risk activity, and will be subject to strict obligations including risk assess-
ment and mitigation systems, high quality of data sets to minimize the risk of discrimina-
tory outcomes, logging of activity to ensure traceability of results, detailed documentation
to assess its compliance, precise and adequate information for the user, adequate human
oversight to minimize risk, and a high level of robustness, security, and accuracy.107 These
are all focused on increasing transparency of the decision-making processes—an ongoing
issue with ACS discussed above.

The proposed rules are combined with a groundbreaking approach to penalties.
Companies could be fined up to €30 million or 6% of their annual worldwide revenue
(whichever is higher) for violations. There is a proposal AI Act, but it will need to be deter-
mined whether and how this will be implemented by the European Parliament and the
Member States.

6.1.4 Singapore
The Monetary Authority of Singapore has been proactive in ensuring a responsible adop-
tion of AI and data analytics in credit-scoring processes. It has developed a team of banks
and industry players to develop metrics that can ensure the “fairness” of AI in these pro-
cesses. This resulted in the Veritas initiative—a framework for financial institutions to
promote the responsible adoption of AI and data analytics. Phase One of this initiative
has been completed, and two White Papers have been published providing a detailed
five-part methodology to assess the application of the fairness principles.108 This requires
businesses to reflect on the positive and negative impacts of the credit-scoring system, and
ensure that human judgements are incorporated into the system boundaries. Phase Two is
now underway, which looks into developing the ethics, accountability, and transparency
processes.109

Singapore has also been aware of and attempted to address the issues of AI and discrim-
ination. The Singapore Model AI Governance Framework provides recommendations to
limit unintended bias with models that use biased or inaccurate data or are trained with
biased data. These propositions involve understanding the lineage of data; ensuring data
quality; minimizing inherent bias; using different data sets for training, testing, and
validation; and conducting periodic reviews and data set updates.110

107 European Commission (2021).
108 Veritas Consortium (2020a).
109 Veritas Consortium (2020b).
110 PDPC (2019), pp. 35–50.
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6.1.5 General international approaches
In 2019, the World Bank and the International Committee on Credit Scoring created Credit
Scoring Approaches Guidelines to help regulators promote transparency with ACS. Several
policy recommendations were made, including (1) a legal and ethical framework to govern
and provide specific guidance to credit service providers; (2) a requirement for credit-
scoring decisions to be explainable, transparent, and fair; (3) strengthening of data
accountability practices; (4) credit-scoring models to be subject to a model governance
framework; (5) collaboration and knowledge sharing to be encouraged; (6) the regulatory
approach to strike a balance between innovation and risk; and (7) capacity-building of reg-
ulatory bodies and within credit service providers.111

The general international approaches have been incorporated into various jurisdictions
and approaches, as outlined in Table 1.

AI has become a priority for wealthy and transitional countries that position them-
selves as world and regional leaders in applying machine-learning algorithms to strategic
sectors such as finance, health, education, transport, and services. To assuage the fears
caused by the rapid growth of big data and AI, numerous governments and international
organizations have set up ad hoc committees to draft ethical guidelines. Notable examples
include the Council of Europe’s Ad Hoc Committee on AI, the OECD Expert Group on AI in
Society, and the Singapore Advisory Council on the Ethical Use of AI and Data. These com-
mittees gather key actors from both the public and private sectors. In Singapore, the

Table 1. Summary of international approaches

Regulation Key objectives Who oversees Application

Basel guidelines
(parties to the Basel
Convention)

The objective of the Basel
guidelines is to reduce the
unwarranted variability in
capital requirements
stemming from differences
in model development and
calibration practices

Basel Committee on
Banking Supervision
(BCBS) oversees banks and
ensures that they follow
the rules set by the
committee

The guidelines are tasked
with developing regulatory
technical standards and
making rules for financial
firms in the EU internal
market such as lending
institutions, investment
firms, and credit
institutions

Credit Rating
Agency Regulation
(Europe)

European Securities and
Markets Authority (ESMA)
carries out policy work in
the area of credit rating
agencies in its role as the
single supervisory overseer
of credit rating agencies
within the European Union

ESMA has direct
supervisory power

These guidelines apply to
credit rating agencies
registered in accordance
with the Regulation (EC)
No. 1060/2009 of the
European Parliament and
of the Council on Credit
Ratings Agencies

FED Regulation
B (US)

Credit-scoring providers
are prohibited from
discriminating on the basis
of age, gender, ethnicity,
nationality, or marital
status

Regulation B is regulated
by the Consumer Financial
Protection Bureau (CFPB)

Banks, financial institutions,
lenders, and leasing
companies are required to
comply with Regulation
B when extending credit
to individual borrowers

Equal Opportunity
Credit Act (US)

Ensure that financial
institutions and firms that
deal with credit extension
make credit equally
available to all
creditworthy customers

ECOA is regulated and
enforced by the CFPB

Banks, financial institutions,
lenders, and leasing
companies are required to
comply with the ECOA
when extending credit to
individual borrowers

111 World Bank (2019).
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Advisory Council on the Ethical Use of AI and Data brings together representatives from
the government; leading technology firms such as Google, Microsoft, and Alibaba; local
firms using AI; and social and consumer interest advocates.112 The private sector develops
ethical guidelines as well, especially leading technology firms (Google, Microsoft, IBM,
etc.), professional associations (Institute of Electric and Electronical Engineers, etc.), uni-
versities and research centres (Montreal University, Future of Humanity Institute, etc.),
and NGOs (The Public Voice, Amnesty International, etc.). A recent review of the global
landscape of AI ethical guidelines published in Nature Machine Intelligence identified 84
documents published worldwide in the past five years.113 Although these ethical principles
are not legally binding regulations, they carry advantages as they steer the private sector
towards behaving in the desired way, and are destined to become regulations in the future.

6.2 Findings of the section
This section has highlighted the many different approaches that exist for regulating ACS.
Each of the systems analyzed have different strengths and weaknesses, as well as specific
cultural and societal backgrounds. The next section will build on this framework and, in
light of the empirical research undertaken on ACS in Vietnam, provide a proposal for effec-
tive regulation in the country.

7. A proposal for regulating ACS in Vietnam

This part provides a proposal to regulate ACS in Vietnam based on recommendations
from legal scholars and international regulatory approaches to this technology. There
has been research on how to regulate many other areas related to AI,114 but little focus
on ACS—despite the significant potential impact on individuals’ financial options. The
gap is particularly noticeable in developing and transitional regions. In Vietnam, the
law is ill-equipped to regulate ACS. Whilst there are limitations to the role of regulation
in such a technology-driven and fast-moving area as AI and ACS,115 it is clear that operat-
ing in legal limbo is far too risky for consumers, businesses, and countries.

7.1 Current regulatory approaches in Vietnam
Except for Singapore, most Southeast Asian countries, including Vietnam, lag in the regu-
lation of AI and particularly ACS. The lending industry deploys this technology without
any regulatory framework, which is a source of concern. Before international approaches
and recommended regulatory reforms can be considered, it is vital to address the current
laws in place in Vietnam. This section highlights what protection is and is not available
to people in terms of creditworthiness assessment, data collection privacy, and
discrimination.

7.1.1 Assessing creditworthiness
ACS raises new regulatory challenges, such as how to address the concept of creditwor-
thiness in credit law. In Vietnam, credit law is scattered across several legal instruments,
including the 2010 Law on Credit Institutions as the general framework, Circular 39/2016/
TT (on lending transactions of credit institutions and/or foreign banks), Circular 43/2016/

112 Monetary Authority of Singapore (2018).
113 Jobin, Ienca, & Vayena, supra note 94.
114 Hydén (2020); Fortes (2020).
115 Larsson (2020).
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TT (on stipulating consumer lending by financial companies), and Circular 02/2013/TT
(on conditions of debt restructuring).

Circular 39/2016/TT requires credit institutions to request customers to provide docu-
ments that prove their “financial capability” to repay their debt (Articles 7, 9, 12, 13, 17,
31). “Financial capability” is defined as the “capacity with respect to capital, asset or finan-
cial resources” (Article 2). If a credit institution rejects a loan application, the customer
must know why (Article 17). Credit institutions must also request customers to report the
loans’ intended use and prove that loans are used legally and adequately (Article 7). For
this purpose, the institution may inspect and supervise the consumer’s use of the loan
(Article 94 of the 2010 Law on Credit Institutions, Article 10 of Circular 43/2016/TT).
Circular 02/2013/TT regulates the collection of personal data for generating internal risk
rating systems used to rate customers and classify loans based on risk. It specifies that
customers’ risk assessment rests on financial qualitative and quantitative data, business
and administration situation, prestige, and data provided by the CIC. Credit institutions
must update internal risk ratings and submit them regularly to the SBV in charge of
CIC to keep the CIC database up to date. The impact of these laws is that creditors and
regulators must continually assess and categorize debtors and loans into risk categories.

These regulations on creditworthiness assessment were designed before the current
growth of credit markets and the deployment of big data and AI in Vietnam. They there-
fore contain gaps and inadequacies. First, lenders must assess borrowers’ creditworthiness
using traditional, financial, and (non)credit data, which they collect from borrowers and
the CIC. This framework is inadequate to regulate the collection and processing of alter-
native data by ACS fintech firms. As shown, alternative data raise new challenges because
of their nature. Examples of issues include their collection, use, transfer, and storage. Data
property rights of the scorers, lenders, and third parties are unclear. At the same time, the
relevance of the data and accuracy and fairness in human and automated credit decisions
are also called into question. By leaving these issues unregulated, the legislator puts
the lending industry and borrowers at risk.116 Second, credit regulation requires credit
institutions to give borrowers a reason for rejecting loan applications. The law does
not, however, grant borrowers the right to correct credit data, appeal against human
or automated decisions, request explanations on how decisions are made, or receive sug-
gestions on improving their credit records and scores to avoid future rejections. Overall,
legal provisions on creditworthiness assessment leave lenders unaccountable for their
decisions and add an extra layer of opacity to credit scoring and decision-making, thereby
disadvantaging borrowers.

7.1.2 Privacy and data collection
The state of Vietnamese law complicates the enforcement of privacy in data collection. There
is no separate, comprehensive, and consistent law on data privacy. Instead, there are a number
of conflicting, overlapping, inadequate, and unfit laws and regulations in the form of general
principles relevant to this issue. They include Law 86/2015/QH13 on Cyber-Information
Security (CIS), the Law 67/2006/QH11 on Information Technology (IT), the Law 51/2005/
QH11 on E-transactions, the Decree 52/2013/ND-CP on E-commerce, and the Law 59/2010/
QH12 on the protection of consumers’ rights.117 In case of violation of personal data privacy,
the current penalties of this body of laws and regulations are not deterrent enough.

The CIS defines “personal data” as “information associated with the identification of a
specific person” (Article 3.15) and the “processing of personal data” as collecting, editing,
utilizing, storing, providing, sharing, or spreading personal information (Article 3.17). The

116 Leong & Gardner, supra note 37.
117 Nguyen (2019).
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CIS and IT require data collecting companies to obtain consent from data owners prior to
personal data collection, including highlighting the information’s scope, purpose, and use
(Articles 17a, 21.2a). However, some exceptions apply. Under Decree 52/2013/ND-CP,
e-commerce businesses are not required to obtain data owners’ consent when data are
collected to “sign or perform the contract of sale and purchase of goods and services”
(Article 70.4b) and “to calculate the price and charge of use of information, products
and services on the network environment” (Article 70.4c). If lenders operate under
e-commerce licences, collecting personal data without data owners’ consent is allowed
to assess creditworthiness and determine loan pricing.

Personal data protection regulation grants rights to data owners, including the right to
“update, alter or cancel their personal information collected or stored” by companies and
to stop these companies from “providing such personal information to a third party” (CIS,
Article 18.1). It also requires data owners to delete this information once it has been used
or storage time has expired (CIS, Article 18.3). Article 22 of the CIS and IT give data owners
the right to inspect, correct, or cancel the information (see also Article 22 of the IT).
In addition, the CIS (Article 18.1) and IT (Article 22.1) prohibit companies from sharing
personal information with third parties unless express permission is granted. The CIS also
requires companies to delete the stored personal data once they have fulfilled their pur-
pose or the storage time has expired, and notify the user about this operation (Article
18.3). Overall, the law provides data owners with a comprehensive set of rights and pro-
tections against companies that collect personal data, and promotes transparency and
accountability.

7.1.3 Discrimination
Credit laws in Vietnam do not ban discrimination, especially disparate treatment and dis-
parate impact against vulnerable borrowers through sensitive proxies like race, religion,
national origin, sex, marital status, etc. Vietnam has no specific law about discrimination
in general or credit discrimination in particular. Article 16 of the Constitution states: “All
citizens are equal before the law. No one shall be discriminated against based on their
political, civic, economic, cultural or social life.” Discrimination is also evoked in the
Law on Gender Equality, which is primarily limited to employment issues. Consumer
finance has recently increased sharply in Vietnam, and this has created a lack of regulation
addressing credit discrimination.

The fundamental notion of discrimination in credit law is highly relevant as traditional
and credit markets rapidly expand in Vietnam. Today, new credit markets target working
and middle-class borrowers in urban centres, especially Ho Chi Minh City and Hanoi.
Consumer lending remains relatively inaccessible in rural areas, where some 60 million
inhabitants live, the majority of the Vietnamese population. However, as suggested by sev-
eral legal scholars, adopting an input-centred approach that would prohibit ACS models
from using sensitive characteristics like class, gender, and ethnicity is technically challeng-
ing, if not impossible. This is because algorithms may use correlated proxies such as zip
code, income, education, phone use patterns, and other factors to enhance predictive
accuracy in the assessment of creditworthiness.118

7.2 Harnessing the potential: regulatory recommendations for Vietnam
This final section develops the analysis of the current regulation in Vietnam and the dif-
ferent international approaches to make three critical regulatory recommendations—

118 Gillis, supra note 95; Kleinberg et al., supra note 40.
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amending the creditworthiness requirements, enforcing transparency and privacy in data
collection, and creating AI Ethical Principles Guidelines.

7.2.1 Amending creditworthiness requirements
How should credit regulation be amended to enhance customers’ rights and protection
with the onset of the digital credit revolution in Vietnam? Credit law in the country cur-
rently overlooks transparency and discrimination. The regulator should issue a decree to
enshrine the above principles, updating the 2010 Law on Credit Institutions and circulars
39/2016/TT, 43/2016/TT, and 02/2013/TT. This decree could limit the type of data col-
lected; how they will be used; the circumstances under which they can be transferred,
stored, and sold; and whether they should be shared with the CIC. The decree could also
ensure that consumers are given the possibility to oversee the entire scoring process and
have the right to explanation in the case of rejection, appeal against rejection, and correct
incorrect credit data to improve their chances of approval in the future. It could also detail
safeguards and procedures on opening the scoring system for inspection by a public
regulatory body—for instance, the SBV—and for audits by private and external actors.
The decree could also address the fundamental issue of bias and discrimination, particu-
larly the risk of disparate impact and unequal treatment of vulnerable groups. Such groups
include the urban and rural poor, and ethnic and religious minorities excluded from credit
markets since the launch of macroeconomic reforms in the early 1990s. The decree could
ban the use of sensitive characteristics such as race, colour, religion, national origin, sex,
marital status, age, dependence on public aid, and other proxies absent from the ECOA that
could be relevant to Vietnam. The regulator could design this decree and negotiate optimal
normative trade-offs between efficiency and fairness with industry players and civil
society organizations.

7.2.2 Enforcing transparency and privacy in data collection
As we have seen, big data and AI raise public concerns over privacy, transparency, and
accountability. These concerns are central to the regulation of personal data protection
in Vietnam. Whilst—as discussed above—the country does have significant regulation
in this area, it does not delimit what data companies can collect to protect privacy.
This gap is problematic with regard to ACS, given the severe implications big data and
AI could have in people’s lives. This debate is relevant to Vietnam. The government could
begin by consulting with industry players, international bodies, data protection organiza-
tions, and civil society organizations to determine what personal data should or should not
be collected and commodified for credit-scoring purposes. The goal would be to balance
risk assessment and credit decision-making efficiency while preserving data owners’ pri-
vacy, intrinsic identities, and vital interests. The results from this consultation could be
enforceable by issuing a decree that would amend the CIS, IT, and other privacy regula-
tions. Meanwhile, the authorities should ensure that ACS fintech firms and local and inter-
national lenders operating in Vietnam follow the law on personal data protection to
respect privacy. In particular, companies should always obtain consent from data owners
before collection; grant them the right to update, alter, or cancel credit data; delete the
data once they have been used for risk prediction; and inform them when data are trans-
ferred to third parties. These principles overlap with those described in the proposed
decree to amend credit law. The regulator, industry players, and society could bring
together their goals and policies, and negotiate a normative trade-off.

Aggarwal goes a step further and proposes a ban on collecting and processing certain
types of personal data, such as relationships, health, and social media data, as these are
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intrinsic to a consumer’s identity and autonomy.119 This suggestion raises a challenging
question considering that privacy is not a universal concept, but rather one that is histori-
cally, socially, and politically situated. The question is how to determine what data are
intrinsic—and therefore non-commodifiable—for preserving data owners’ privacy and
intrinsic identities. In a similar vein, the World Bank and the Consultative Group to
Assist the Poor (CGAP)120 have called for “data minimisation” to protect the “vital interests
of data subjects” and to limit the collection of data to what is strictly necessary for cred-
itworthiness assessment. The task of determining the relevant data for this purpose would
fall on the regulator. This proposal leads to Aggarwal’s conundrum: how to decide what
data can be collected and commodified to reach normative trade-offs. Aggarwal and the
World Bank leave this thorny question open as it requires extensive political, societal, and
legal negotiation and compromises.

7.2.3 AI ethical principles guidelines
The Vietnamese government should also support the development of ethical principles for
responsible AI. The country has recently embraced the “fourth industrial revolution”—an
expression that refers to fusing the physical, digital, and biological worlds by incorporat-
ing new technologies such as AI, the Internet, and robotics. In 2019, the Vietnamese gov-
ernment signed Resolution 52-NQ/TW to kick-start the Industry 4.0 race, which provided
guidelines to invest in science and technology, develop the digital economy, promote rapid
and sustainable development, foster innovation, ensure national defence and security, and
protect the environment.121 The resolution also lays the ground for developing regulation
in areas ranging from the digital economy to the financial and monetary systems, con-
sumer privacy, and intellectual property. However, there is no timeline for developing this
ambitious legal framework. Setting up an ad hoc committee, launching discussions and
negotiations with private stakeholders and society, and publishing AI ethical guidelines
are essential for competing in the Industry 4.0 race.

Jobin, Lenca, and Vayena122 identified five primary ethical principles that converge in
the corpus of ethical guidelines published globally: transparency, justice and fairness, non-
maleficence, responsibility, and privacy (Table 2).

These five ethical principles are all relevant to ACS. Transparency is often present in
debates on ACS regulation, harm reduction, and individual privacy and autonomy protection.
It is closely related to responsibility and accountability. Legal scholars propose that consumers
have the right to inspect, correct, and dispute sources of traditional and non-traditional data
collected for scoring purposes, the data points and nature of the data, and the credit scores
used to make loan decisions (allocation or rejection, loan pricing). Borrowers should be
allowed to oversee the entire process, from big data collection to decision-making. They
should also be able to understand why their loan applications are accepted or rejected, review
their credit data, appeal rejections, and be given clues on how to improve their credit record
and score. The goal is to make all credit data, AI-based predictive technology, calculation, and
decision-making open, explainable, inspectable, auditable, and interpretable by the public,
regulators, and third parties. There are ongoing challenges associated with transparency, even
in countries with a long history of ACS. For example, Pasquale highlights that of the three
credit bureaus operating in the US, Experian, TransUnion, and Equifax, an analysis of half
a million files showed that 29% of consumers had credit scores differing by at least 50 points.

119 Aggarwal, supra note 29, p. 17.
120 World Bank (2018a), pp. 13–14.
121 Vietnam Law & Legal Forum (2020).
122 Jobin, Ienca, & Vayena, supra note 94, pp. 391–5.
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When applied to mortgage applications, these differences could result in tens of thousands of
dollars difference over the life of the loan.123

External controllers and AI may be used to monitor and ensure both fair decisions and
lack of harm. In the US, Citron and Pasquale124 argue that the Federal Trade Commission
should be given access to credit-scoring systems, especially data sets, source codes, and
notes on variables, correlations, and inferences so that bias, arbitrariness, and unfair
mischaracterization can be tested. In Vietnam, the State Bank could be granted similar
privileges to establish a similar supervisory role and ensure that there is transparency,
fairness, and accountability. Lastly, ACS models could also be subject to licensing and audit
imperatives. The regulator could be authorized to also use machine-learning technology to
pinpoint and solve biases.125

These ethical concerns and legal and procedural propositions are relevant to Vietnam, a
country where ACS is being rapidly deployed. However, the regulators and policy-makers
do not yet fully fathom the importance of its regulation. Furthermore, a look at how credit-
scoring start-ups and lenders deploy this technology suggests they have an unprepared-
ness or unwillingness to embrace basic ethical guidelines for responsible AI. For Vietnam’s
interests, we hope that the government sets up an ad hoc committee gathering public and
private actors that could eventually produce a set of ethical guidelines on responsible AI.
Hopefully, the guideline will inspire a model for AI governance and enforceable regula-
tions, which ACS fintech firms and lenders operating in Vietnam could follow in spirit,
if not to the letter.

7.3 Findings of the section
Our proposal aims to regulate ACS in Vietnam in a manner that maximizes the benefits and
minimizes the risks associated with these technological developments. The regulator could

Table 2. Lenca and Vayena’s ethical principles

Ethical principle What will it do? What does it involve?

Transparency Minimize harm, improve AI
performance, and foster public trust

Increasing accessibility, interpretability,
communication, and disclosure of AI

Justice and fairness The prevention, monitoring, and
restriction of biases and
discrimination

Acquiring and processing accurate, complete,
and diverse data, especially training data, to
mitigate bias, e.g. the Singapore Model AI
Governance Frameworka

Non-maleficence Provide safety and security, and the
avoidance of predictable or
accidental risks and harm

Policy strategies related to AI research,
design, development, and deployment, and
technical solutions such as in-built data
quality evaluations, security and privacy
measures, and industry standards

Responsibility and
accountability

Minimize the possible harm caused
by to AI developers, designers,
industries, and institutions

There are a diverse set of suggestions that
propose ensuring businesses act with
integrity, specifying responsibility and liability
in contracts, whistleblowing, and bringing
ethics into science and technology

Privacy Increase people’s right to be
protected and preservation of their
privacy, freedom, and trust

Privacy being preserved through technical
measures, research and sensibilization
campaigns, and regulation

aPDPC, supra note 110, pp. 35–50.

123 Pasquale, supra note 4.
124 Citron & Pasquale, supra note 11, p. 20.
125 Aggarwal (2019), p. 4; Kleinberg et al., supra note 40.
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accommodate our measures in the regulatory sandbox programme for fintech innovation
launched in 2021. This sandbox programme deals with rapidly changing fintech progress
and the urgent need for reactive legislation to govern it. It applies to technologies used by
credit organizations acting as banks according to the 2010 Law on Credit Institutions and
those developed independently by fintech firms to support the financial and banking sec-
tor. It covers technologies such as ACS, digital payments, API, P2P lending, and blockchain.
Since this sandbox is being tested as we speak, it may be too early to draw conclusions on
its implementation and this space should be followed closely.

8. Conclusion

This article sheds much-needed light on the potential advantages and disadvantages of
ACS, utilizing Vietnam as a case-study for developing effective and appropriate regu-
lation of this emerging industry. Because Vietnam has been using ACS for half a decade
and is leading the way in these products, these lessons can benefit many Southeast
Asian nations that are now starting to engage with ACS. Assessing its impact is relevant
in light of this technology’s ambition—to include tens of millions of unbanked and
underbanked citizens in financial services markets—and the mixed feelings it has
stirred worldwide. On the one hand, the “fast-evolving fintech–philanthropy–develop-
ment complex” composed of agencies, IT firms, donors, foundations, IGOs, NGOs, and
civil society organizations that promote global financial inclusion126 praises the effi-
ciency of ACS and its potential for fostering distributional fairness. On the other hand,
this technology fuels anxieties about unfair discrimination and the loss of individual
autonomy and privacy.

Our study concludes that it is too early for a comprehensive assessment of the benefits
and risks of ACS in emerging countries of Southeast Asia, including Vietnam. The outcome
will most likely be ambiguous and result in a long process of technological and regula-
tory negotiation, experimentation, adaptation, and normalization.127 A key finding of
this study is that this technology raises more questions than answers at this early stage
of deployment, especially in emerging countries with limited financial infrastructure
and awareness about privacy and data protection. This article highlights the importance
of regulation to support fintech innovation and positive socioeconomic change. It sug-
gests a cautious, pragmatic, and gradual approach to ACS. Given that this technology
thrives in legal limbo in many developing and emerging countries around the world,
including Vietnam, the regulator should address new challenges posed by big data
and AI; reflect on what constitutes fairness and individual’s “intrinsic identities” and
“vital interests;” and achieve normative trade-offs as soon as possible. It should also
explore how to implement legal safeguards and human oversight to support efficiency
and accuracy while preserving public interest and privacy. Equally vital is the need to
develop ethical guidelines for responsible AI and, eventually, an AI governance model.
The authorities must also ensure that domestic and foreign ACS fintech firms and lenders
enforce regulations and follow ethical principles.
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